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Abstract—In this paper, we introduce a new technique celebrate as Chebyshev polynomials are used to solve the Urysohn integral equations numerically. Urysohn integral equation is one of the most applicable topics in both pure and applied mathematics. The main objective of this paper is to solve the Urysohn type Fredholm integral equation. To do this, we approximate the solution of the problem by substituting a suitable truncated series of the well-known Chebyshev polynomials instead of the known function. After discretization of the problem on the given integral interval, by using the proposed procedure the original integral equation is converted to a linear algebraic system. Now, the solution of the resulting system yields the unknown Chebyshev coefficients. Finally, two numerical examples are given to show the effectiveness of the proposed method.

Index Term--Fredholm Urysohn integral equations, Chebyshev collocation matrix method, Chebyshev polynomials.

I. INTRODUCTION
Nonlinear integral equations are encountered in various fields of science and numerous application problems. So the exact solutions of these equations play an important role in the proper understanding of qualitative features of many phenomena and processes in various areas of natural sciences. For example, lots of equations of physics, chemistry, and biology contain functions or parameters which are obtained from experiments and hence are not strictly fixed [1, 2]. Therefore, it is expedient to choose the structure of these functions so that it would be easier to analyze and solve the equation. On the other hand, various kinds of nonlinear integral equations usually cannot be solved explicitly, so it is required to obtain approximate solutions. Therefore, many different numerical methods have been offered to obtain the solution of these kinds of mathematical problems. Some well-known numerical methods are reviewed as follows. In [3], the numerical solution of an integral equation has been derived by using a combination of spline-collocation method and the Legendre interpolation. The Legendre polynomials are mostly used to solve several problems of integral equations. For example, the Legendre pseudo-spectral method is used to solve the delay and the diffusion differential equations (see [3, 4]). In [5, 6] the Chebyshev polynomials are used to introduce an efficient modification of homotopy perturbation method. The main purpose of the present study is to consider the numerical solution of Urysohn integral equation based on the Chebyshev approximation. Nonlinear integral equations with constant integration limits can be represented in the form [7, 8]:

\[ F(t, x(t)) = \int_a^b K(t, s, x(s))ds, \quad a \leq t \leq b \]

Where \( K(t, s, x(s)) \) is the kernel of the integral equation, \( x(s) \) is the unknown function. Usually all functions in this equation are assumed to be continuous and the case of \( \alpha \leq t \leq \beta \) is considered. The above form does not cover all possible forms of nonlinear integral equations with constant integration limits. This kind of nonlinear integral equation with constant limits of integration is called an integral equation of the Urysohn type. If the above integral equation can be rewritten in the form [9]

\[ f(x) = \int_a^b K(t, s, x(s))ds, \]

Then it is called an Urysohn equation of the first kind. Similarly, the equation

\[ x(t) = f(t) + \int_0^1 K(t, s, x(s))ds, \quad 0 \leq t, s \leq 1, \quad (1) \]

is called an Urysohn equation of the second kind. The main objective of this paper is to solve the Urysohn type Fredholm integral equation Eq. (1). This method is based on replacement of the unknown function by the truncated series of the well-known Chebyshev expansion of functions. The proposed method converts the equation to a matrix equation, by means of collocation points on the interval \([-1, 1]\) which corresponds to system of algebraic equations with Chebyshev coefficients. Thus, by solving the matrix equation, Chebyshev coefficients are obtained.

II. CHEBYSHEV POLYNOMIALS
The Chebyshev polynomials, named after Pafnuty Chebyshev, are a sequence of orthogonal polynomials which are related to de Moivre's formula and which can be defined recursively. The
The general form of the Chebyshev polynomials [6,10] of \( n \)th degree is defined by

\[
T_n(x) = \sum_{m=0}^{[n/2]} (-1)^m \frac{n!}{(2m)![(n-2m)!]} (1-x^2)^m x^{n-2m} \quad (2)
\]

where

\[
[n/2] = \begin{cases} 
n/2 & \text{if } n \text{ is even} \\
(n+1)/2 & \text{if } n \text{ is odd} 
\end{cases}
\]

The first few Chebyshev polynomials from the equation (2) are given below:

\[
\begin{align*}
T_0(x) &= 1, & T_1(x) &= x, & T_2(x) &= 2x^2 - 1, \\
T_3(x) &= 4x^3 - 3x, & T_4(x) &= 8x^4 - 8x^2 + 1, \\
T_5(x) &= 16x^5 - 20x^3 + 5x, & T_6(x) &= 32x^6 - 48x^4 + 18x^2 - 1
\end{align*}
\]

Now the first six Chebyshev polynomials over the interval \([-1, 1]\) are shown in Fig. 1.

III. MATHEMATICAL FORMULATION OF INTEGRAL EQUATIONS

In this section, first we consider the Urysohn integral equation (UIE) of the second kind given by

\[
x(t) = f(t) + \int_0^1 K(t,s,x(s))ds \quad (3)
\]

The function \( x(t) \) may be expanded by a finite series of Chebyshev polynomial as follows:

\[
x(t) = \sum_{n=0}^{\infty} c_n T_n(t) \quad (4)
\]

where \( c_n = \langle x(t), T_n(x) \rangle \). We consider a truncated series eq.(4) as:

\[
x_N(t) = \sum_{n=0}^{\infty} c_n T_n(t) = C^T T(t) \quad (5)
\]

where \( C \) and \( T \) are two vectors given by:

\[
C = (c_0, c_1, c_2, ..., c_N), \\
T(t) = (T_0(t), T_1(t), ..., T_N(t))^T \quad (6)
\]

Then by substituting \( x_N(t) \) into eq. (3), we get

\[
C^T T(t) = f(t) + \int_0^1 K(t,s,C^T T(t))ds \quad (7)
\]

Now we use the Chebyshev collocation method which is a matrix method based on the Chebyshev collocation points depended by

\[
t_j = -1 + \frac{2j}{n}, \quad j = 0, 1, 2, ..., N \quad (8)
\]

We collocate eq. (7) with the points (8) to obtain

\[
C^T T(t_j) = f(t_j) + \int_0^1 K(t_j,s,C^T T(t))ds \quad (9)
\]

The integral terms in eq. (9) can be found using composite Trapezoidal integration technique as:

\[
\int_0^1 K(t_j,s,C^T T(t))ds \approx \frac{h}{2} \left( g(s_0) + g(s_m) + 2 \sum_{k=1}^{m-1} g(s_k) \right) \quad (10)
\]

where

\[
g(s) = K \left( t_j, s, C^T T(s) \right) \quad \text{and} \quad h = \frac{1}{m} \text{for an arbitrary} \ s_i = ih, \ i = 0, 1, ..., m. \ \text{Therefore eq. (8) together with eq. (9) gives an} \ (N+1)x(N+1) \ \text{system of linear algebraic equations, which can be solved for} \ c_k, \ k = 0, 1, ..., N. \ \text{Hence the unknown function} \ x_N(t) \ \text{can be found.}
\]

IV. NUMERICAL EXAMPLE

In this section, two numerical examples is presented based on Chebyshev approximate method to illustrate the effectiveness.
of the proposed method. All the result have been obtained by the MATLAB software.

**Example 1.** Consider the following Fredholm Urysohn integral equation [1]

\[ x(t) = e^{t+1} - \int_0^1 e^{(t-s)} x^3(s) \, ds \quad (11) \]

where \( f(t) = e^{t+1} \) and \( K(t, s, x(s)) = e^{(t-s)} x^3(s) \).

It is easy to verify that the exact solution of the eq. (11) is \( x(t) = e^t \). We apply the suggested method with \( N = 4 \), and approximate the solution \( x(t) \) as follows:

\[ x_N(t) = \sum_{i=0}^{4} c_i T_i(t) = C^T T(t) \quad (12) \]

By the procedure in the previous section and using eq. (9), we have

\[
\sum_{i=0}^{4} c_i T_i(t_j) - e^{t_j+1} - \frac{h}{2} \left( g(s_0) + g(s_m) \right) + 2 \sum_{k=1}^{m-1} g(s_k) = 0, \\
\quad j = 0, 1, 2, 3, 4 \quad (13)
\]

where

\[ g(s_0) = \left( e^{t-s_0} \right) \left( \sum_{i=0}^{4} c_i T_i(s_0) \right)^3 \]

\[ g(s_m) = \left( e^{t-s_m} \right) \left( \sum_{i=0}^{4} c_i T_i(s_m) \right)^3 \]

\[ g(s_k) = \left( e^{t-s_k} \right) \left( \sum_{i=0}^{4} c_i T_i(s_k) \right)^3 \]

in which \( s_{l+1} = s_l + h, \ l = 0, 1, \ldots, m, \ s_0 = 0 \) and \( h = \frac{1}{m} \).

Eq. (13) represents a system of \( N+1 \) nonlinear algebraic equations with unknowns \( c_i \). By using the Newton iterative method and initial guess \( c_0 = 0 \), we obtain:

\[ c_0 = 0.7733, c_1 = 4.2157, c_2 = -3.7310, \]
\[ c_3 = 1.8874, c_4 = -0.4271. \]

Therefore, the approximation solution of this example is given by

\[ x_4(t) = \sum_{i=0}^{4} c_i P_i(t) = 0.7733 P_0(t) + 4.2157 P_1(t) - 3.7310 P_2(t) + 1.8874 P_3(t) - 0.4271 P_4(t). \]

Numerical results are given in Table 1. In this table, the exact and the computed solutions together with the related absolute errors at points \( x_i = 0.1i, \ i = 0, 1, \ldots, 10 \) have been given. As seen the the computed solution is in good agreement with the exact solution.

The behavior of the approximate solution using Chebyshev polynomials and exact solution are presented in Fig. 2. It is clear that the proposed method can be considered as an efficient method to solve the linear integral equations.

**Table 1.** Exact and approximate solution and error for Example 1.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Exact solution</th>
<th>Approximate solution</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1.1052</td>
<td>1.0953</td>
<td>0.0099</td>
</tr>
<tr>
<td>2</td>
<td>1.2214</td>
<td>1.2177</td>
<td>0.0037</td>
</tr>
<tr>
<td>3</td>
<td>1.3499</td>
<td>1.3525</td>
<td>-0.0026</td>
</tr>
<tr>
<td>4</td>
<td>1.4918</td>
<td>1.4954</td>
<td>-0.0036</td>
</tr>
<tr>
<td>5</td>
<td>1.6487</td>
<td>1.6487</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1.8221</td>
<td>1.8186</td>
<td>0.0035</td>
</tr>
<tr>
<td>7</td>
<td>2.0138</td>
<td>2.0111</td>
<td>0.0027</td>
</tr>
<tr>
<td>8</td>
<td>2.2255</td>
<td>2.2293</td>
<td>-0.0038</td>
</tr>
<tr>
<td>9</td>
<td>2.4596</td>
<td>2.4695</td>
<td>-0.0099</td>
</tr>
<tr>
<td>10</td>
<td>2.7183</td>
<td>2.7183</td>
<td>0</td>
</tr>
</tbody>
</table>
Example 2. Consider the following Fredholm Urysohn integral equation [1]

\[ x(t) = t^3 - (6 - 2e)x(t) - \int_0^1 e^{t-s}x(s) ds \]  \tag{14}

where \( f(t) = t^3 - (6 - 2e)e^t \) and \( K(t, s, x(s)) = e^{t-s}x(s) \), such that the exact solution of the equation is \( x(t) = t^3 \). We apply the suggested method with \( N = 4 \), and approximate the solution \( x(t) \) as follows

\[ x_N(t) = \sum_{i=0}^{4} c_i T_i(t) = CT(t) \]  \tag{15}

By the same procedure in the previous section and using Eq. (9) we have

\[ \sum_{i=0}^{4} c_i T_i(t_j) - (t_j^3 - (6 - 2e)e^{t_j} - \frac{h}{2}g(s_0)) + g(s_m) + 2 \sum_{k=1}^{m} g(s_k) = 0, \]

where

\[ g(s_0) = (e^{s_0-t_j}) \left( \sum_{i=0}^{4} c_i T_i(s_0) \right) \]

\[ g(s_m) = (e^{s_m-t_j}) \left( \sum_{i=0}^{4} c_i T_i(s_m) \right) \]

\[ g(s_k) = (e^{s_k-t_j}) \left( \sum_{i=0}^{4} c_i T_i(s_k) \right) \]

in which \( s_{i+1} = s_i + h, i = 0, 1, ..., m \), \( s_0 = 0 \) and \( h = \frac{1}{m} \). Eq. (16) represents a system of \((N + 1)\) nonlinear algebraic equations with unknowns \( c_i \). By using the Newton iterative method and initial guess \( c_i = 0 \), we obtain:

\[ c_0 = 0.05842, c_1 = 1.2089, c_2 = -0.7473, c_3 = 0.8571, c_4 = -0.1342. \]

Therefore, the approximation solution of this example by using

\[ x_N(t) = \sum_{i=0}^{4} c_i T_i(t) \]

is given by

\[ x_4(t) = 0.05842P_0(t) + 1.2089P_1(t) - 0.7473P_2(t) + 0.8571P_3(t) - 0.1342P_4(t). \]

Numerical results are given in Table 2. In this table, the exact and the computed solutions together with the related absolute errors at points \( t_i = 0.1i, i = 0, 1, ..., 10 \) have been given. As seen the the computed solution is in good agreement with the exact solution.

The behavior of the approximate solution using Chebyshev polynomials and exact solution are presented in Fig. 3. It is clear that the proposed method can be considered as an efficient method to solve the linear integral equations.

![Fig. 3 Approximate and exact solution for Example 2.](image-url)
V. CONCLUSION
An approximate method for the solution of linear and nonlinear Fredholm Urysohn integral equations in the most general form has been proposed and investigated. A comparison of the exact and computed solutions reveals that the presented method is effective and convenient. The numerical results show that the accuracy can be improved by increasing N. As observed the method provides a suitable solution to the problem. This approach is useful because of Chebyshev polynomials properties. Due to the large number of calculations, the accuracy of the kernel coefficients are very sensitive to the round – off error in the Chebyshev method.
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